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PRACE (Partnership for Advanced Computing in Europe), an international not-for-profit association that
brings together the five largest European supercomputing centers and involves 26 European countries, has
allocated more than half a billion core hours to computer simulations to fight the COVID-19 pandemic. Along-
side experiments, these simulations are a pillar of research to assess the risks of different scenarios and inves-
tigate mitigation strategies. While the world deals with the subsequent waves of the pandemic, we present a
reflection on the use of urgent supercomputing for global societal challenges and crisis management.

urgent computing j COVID-19 pandemic j high-performance computing j Partnership for Advanced Computing in Europe j
PRACE COVID-19 fast track

In this perspective we present an analysis of various
scientific efforts undertaken in Europe to combat the
COVID-19 pandemic based on advanced and com-
putationally intensive numerical simulations that
require the use of large-scale computers. The five
largest European supercomputing centers sup-
ported some of these efforts with free-of-charge
computational resources, through the Partnership
for Advanced Computing in Europe (PRACE).*

This paper presents a number of computational
models and methods relevant to the fight against the
COVID-19 pandemic, including biostructural studies,
docking and screening for pharmaceutical applica-
tions, computational fluid dynamics to study droplet
spread and transmission of the virus, organ modeling

to support diagnosis and treatment of the disease,
and epidemiology. We discuss the use of artificial
intelligence (AI) in these areas and the readiness of
the codes to run on high-performance computers.

The COVID-19 pandemic began between late
2019 and early 2020 in the city of Wuhan, Hubei,
China. Identification of the virus occurred relatively
quickly. The virus’s genetic profile and the crystallo-
graphic blueprint of its spike proteins were published
as open science to the community within weeks, pro-
viding the crucial structural information needed to
develop biomodels† that ultimately led to messenger
RNA vaccine formulation (1). At the same time, scien-
tific analysis of the disease began rapidly at different
levels:
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• At the molecular level, researchers started running molecular
simulations of these structures immediately after the basic
structural data became available.

• At the global level, epidemiological models were tested and
refined, the spread of the virus was modeled, and research
groups widely shared these data.

Recognizing the fundamental importance of computer-based
approaches to these urgent problems, the European supercom-
puting centers have established urgent computer access through
PRACE, putting into practice for the first time a long-planned
idea of a fast-track program for crisis situations. A small scientific
committee, which leveraged expertise from the existing PRACE
Scientific Steering Committee and PRACE Access Committee,
began work on 21 March 2020. The first requests for computing
time arrived only a couple of days later. The application system
was simple and swift to attract the largest possible number of
projects. Fig. 1 shows a schematic depiction of the process. The
main requirements for applicants to be awarded were a convinc-
ing argument that the proposed research would help with the
COVID-19 crisis and a commitment to making the resulting scien-
tific knowledge available to the wider scientific community
(thanks to the resources of Fenix ICEI, BioExcel, and EMBL-EBI).
On the side of the scientific committee, PRACE’s goal was to
implement a rigorous and rapid peer-review process.

The scientific committee originally highlighted five research
areas as targets for the urgent computing Fast Track Call:

• Biomolecular research to understand the mechanisms of viral
infection

• Bioinformatics to understand mutations and evolution
• Biosimulations to develop therapeutics and/or vaccines
• Epidemiological analyses to understand and predict the

spread of disease
• A final broad category to understand and mitigate the impact

of the pandemic

The scientific committee welcomed any academic or indus-
trial project that included a commitment to open science and
open data.

To accelerate collaborative progress based on the outcome
of the Fast Track projects, PRACE and its American counterpart,
XSEDE (The Extreme Science and Engineering Discovery Envi-
ronment), jointly launched an international COVID-19 High Per-
formance Computing (HPC) Knowledge Exchange, a fortnightly
meeting to foster communication, collaboration, and sharing of
code and data. The webinars proved very successful with an
average of 50 participants and covered topics such as virtual

screening, drug design, biomolecular simulations, bioinfor-
matics, epidemiological studies, and the spread of virus via
droplets.

Fast Track Call Project Assessment
A project in a biannual PRACE Project Access Call needs the
positive scientific evaluation of the PRACE Access Committee,
plus the complementary technical analysis of the computing
centers. Minimum requirements for PRACE Project Access are
at least 35 million core hours running on about 1,024 cores con-
currently, with good scalability of code, typically 2 Gb per core
memory usage, and from 9 to 100 TB of disk space (small varia-
tions occur for the different centers).

On the other hand, in the Fast Track Call, science was the
main driver and so the scientific committee adapted the require-
ments regarding the scalability of the code on a case-by-case
basis. They customized the requirements regarding the size of
the allocation not only by balancing between the large centers
but also by bringing in several national institutes.

For PRACE Project Access Calls, the standard response time
from the PRACE Access Committee is 5 mo. In stark contrast to
this, a much smaller scientific committee drove the COVID-19
Fast Track Call, which mobilized human resources in a variety of
settings: Reviewers completed their tasks in a few days, PRACE
staff managed the administrative process with high priority, and
the supercomputer center staff that provided computing time
and storage dealt with allocations in about a week on average.

That the Fast Track Call received more than 50 proposals
in just 2 mo documents the determination of the scientific
community to help. Over a 4-mo period, PRACE received 80
applications from multiple fields, ranging from the most pre-
dictive docking and screening runs for pharmaceutical appli-
cations to fluid dynamics studies of droplet dispersion at the
physical level to epidemiology on a global scale (the societal
level). For comparison, the regular 19th and 20th PRACE calls for
proposals for Project Access received 57 and 59 proposals,
respectively, from a wide range of scientific disciplines. Fig. 2
provides an overview of the number of proposals (accepted frac-
tion in darker color, rejected one in lighter color, and the total
number of proposals received is inscribed in the circle), the
domains, and readiness for high-performance computing are
shown in Fig. 2. A statistical breakdown of the proposals (country
of the principal investigator [PI], sex ratio of the PI, and the num-
ber of reviewers per project, including the number of projects in
each category and career stage of the PI) is shown in Fig. 3.

The Fast Track Call awarded half a billion computer hours.
Successful projects used those resources over a 6-mo period. A
typical biannual PRACE Project Access Call awards 2.5 billion
computer hours to projects that run for 12 mo. Thus, the Fast
Track Call, over a 6-mo period, is equivalent to about 40% of a
single PRACE Project Access Call.

Summary of Received Proposals for Each Line
of Research
The incoming project proposals quickly showed a broader
range of possibilities of COVID-19–related science than the ini-
tially proposed research directions (see above), which described
mainly biological aspects (mechanisms of viral infection, viral
evolution, and drug targeting) and epidemiological elements.

The awarded projects can be roughly divided again into five
groups, which the sections below describe in more detail. Out
of all the projects submitted, a dozen employ AI techniques,

Fig. 1. Scheme of the workflow for applications to the PRACE Fast
Track Call for Proposals to Mitigate the Impact of the COVID-19
Pandemic.
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mainly for biostructural research but also for docking/screening
aspects.

Biomolecular Research. The biological aspects focused on two
main areas of research: a structural one concerned with aspects
of the spike protein in the outer wall of the virus (ACE2 receptor)
and a pharmaceutical one aimed at drug development. Structural
modeling gave the best results in the very porous region of glycan
shields: Experiments cannot fully identify these regions, making
computational analysis crucial. The numerous biostructural appli-
cations focus on molecular mechanisms related to biological func-
tion, such as recognition, inhibition, binding, or fusion. They aim
at characterizing interactions between relevant macromolecules,
their dynamics and conformational changes, and their bind-
ing pockets.

Docking/Screening. A subfield related to drug discovery is the
(virtual) screening of compounds from existing databases, either
to identify new potent compounds associated with a particular
disease or to repurpose drugs that may be effective against new
targets not previously considered. Researchers in this subfield
must take special care, as docking and screening approaches
usually yield (many) hits due to the intrinsic stickiness of mole-
cules, even for compounds that later turn out to be irrelevant for
medical purposes. Only subsequent experimental (or to a lesser
extent independent computational) testing allows an assessment
of their eventual relevance. Initially, researchers performed dock-
ing runs on the ACE2 spike sites (protein only), but as the struc-
tural models developed and improved further they needed to
include the shielding glycans (2) surrounding the spike to find
realistic drugs for these receptors, and a feedback loop between
the structural features of the virus and drug development would

increase the number of successful hits. This crucial role of shield-
ing sugars will probably be one of the most relevant transforma-
tions in virtual drug screening in the coming years. One of the
projects aimed at finding an antiviral therapy uses a protein struc-
ture prediction platform based on machine-learning techniques
to help design peptides. Our Fast Track Call received 17 pro-
posals in this area, several with overlapping strategies and pools
of compounds. As the scientific committee explicitly required
experimental validation, the number of projects in the screening
category that received computational resources under the Fast
Track Call was limited to six.

Many initiatives specifically targeting compound screening
have meanwhile come to fruition, such as the JEDI billion mol-
ecules against COVID-19 challenge or the #EuVsVirus initiative
from the European Commission, in which PRACE partners pro-
vided Tier-0 and Tier-1 HPC resources and user support serv-
ices during a hackathon. The European Union (EU) reported
some progress in this direction, as noted by the Exscalate4CoV
consortium. Japan installed its most powerful supercomputer,
Fukagu, during the pandemic, and the United States also
extensively used HPC resources for COVID-19 docking.

Fluid Dynamics. The initial lines of research neglected the possi-
ble areas of organ simulations. However, case studies very
quickly showed that the disease affects certain organs in partic-
ular, and three projects addressing these aspects received an
allocation under the Fast Track Call. Simulations of the heart,
lungs, associated organs, and their coupling, are of great impor-
tance for safety pharmacology in testing new drugs but also for
diagnosis and treatment of the disease, which may involve assis-
ted ventilation. The computer codes used to simulate biofluids,
fluid–structure interactions, and their effects on normal organ
function were capable of running on supercomputers (i.e., they
met scalability requirements). Another category grouped proj-
ects that dealt with individual-level studies. These included AI
use of data of medical origin and the evolution of viruses by
mutation. None of the codes for these computations, or the
data the researchers fed them, were suitable for use on HPC.

Transmission. Several projects studied virus transmission via air-
borne liquid droplets. This process is particularly important in
enclosed spaces, such as offices, public transportation, and air-
planes, where the directions and positions of ventilation/air con-
ditioning systems can be adjusted to regulate droplet flow to
minimize the effects of virus spread. The engineering commu-
nity uses computational fluid dynamics approaches for this type
of research. The associated codes are very ready for HPC appli-
cations in terms of scalability and robustness, and three such
projects received resources under the Fast Track Call.

Epidemiology. Finally, in epidemiology, three projects consider
machine-learning techniques to model the spread of infections,
while the others rely on agent-based simulations and compart-
mental models such as SIR (Susceptible, Infectious, or Recov-
ered, first introduced in 1927) or SEIR (which contains a new
class, “exposed”: infected but not infectious) (3). Such models
are also useful to facilitate lockdown measures if coupled with
population mobility and economics (4), but PRACE did not
receive a project proposal that goes in this direction, although
this type of project has subsequently been successful in other
programs. In this area, most codes were not explicitly HPC-
enabled but were still successful in the Fast Track Call. In the
context of disease diagnosis and prediction, one project uses

Fig. 2. Overview of 78 of the 80 projects submitted to the PRACE
COVID-19 Fast Track Call. Two projects have been omitted as they
are beyond the scope. The area of each circle is proportional to the
total number of applications received in a given area, as inscribed in
the center of the circle. The proportion of projects accepted is
highlighted in darker color. The x axis represents the readiness for
high-performance computing, while the y axis represents the scale
of the objects targeted by each model. The scientific approach is
indicated next to each circle: biostructural studies, docking and
screening, fluid dynamics at the level of an organ or individual (air-
borne) transmission, and epidemiology at the global level.
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machine-learning techniques and computed tomography scans
augmented with biomechanical simulations of airflow to train
AI models.

Context of the Call and General Observations
The European HPC community has often proposed an EU-wide
coordination effort to facilitate access to the next generation of
computers through the EuroHPC-JU‡ research tracks. However,
when the pandemic hit Europe, no mechanism had yet been
established for rapid and urgent access to massive computing
resources on a continental scale. Several national supercomputing
centers offered local ad hoc solutions with direct access schemes,
without formalized data syndication. The @foldingathome initiative
under the Rosetta project (5) is a cloud equivalent to the activities
of the supercomputing centers, launched by a self-organized sci-
entific community. If anything, the COVID-19 pandemic has made
clear that a mechanism to enable urgent computing with shared
open data and fast access is imperative. Nevertheless, simulations
are only one pillar of scientific approaches. Mathematical models
are instrumental in understanding the pandemic (6) and can pre-
dict the occurrence of the next one through surveillance analysis.
While they can guide and direct research, uncover new directions,
and reduce the number of targets or scenarios to consider, they
are even more powerful when integrated into other experimental
or technical domains, as mentioned earlier with virtual screening.
These computer-based studies often represent the first and essen-
tial step in a chain of multidisciplinary, interactive, and iterative

studies that intertwine experiments and simulations. A fast-track
evaluation process can then consider the readiness of subsequent
steps.

Lessons Learned. We describe the key lessons learned in the
following paragraphs, and these pertain to

• Implementing a rigorous scientific peer evaluation process
with well-defined and controlled inherent biases that is resis-
tant to issues such as opportunistic science

• Ensuring availability and openness of produced data and
related metadata

• Adapting and possibly relaxing technical requirements to enable
all scientific fields to benefit from computational resources

• Encouraging cross-disciplinary proposals with global approaches

Rigorous Scientific Evaluation. To conduct the Fast Track Call, a
scientific committee implemented a rigorous selection process
for which a high level of reviewer engagement was critical, espe-
cially in the special circumstances of a widely locked-down
planet. People from all walks of life were PRACE’s quick, reliable,
critical, and supportive partners. The success rate for the
COVID-19 Fast Track was less than 50%, based on scientific
and/or technical criteria as well as the potential impact on the
pandemic. Given the limited computational resources that
were available for the Fast Track Call, the scientific committee
decided not to duplicate efforts in any particular direction
for thematically overlapping proposals. This strategy favors
diversity by exploring a wide range of modalities for crisis
management rather than focusing on selected ones. The

Fig. 3. A statistical overview of the proposals submitted to the Fast Track Call. The map shows the distribution of proposals per country, with
an inset of the number of submissions per week since the call was opened. A large number of European countries have participated in the
Fast Track Call. The right part of the figure shows the distribution of proposals by sex, the distribution of proposals by career stage, and the
number of reviewers per proposal. The number of reviewers subfigure both shows the number of reviewers (outside the circle), from zero to
three, and the number of projects for each case (within the circle). In classifying the career stages we have used the categories normally used
for the European Research Council (junior: 7 y after PhD; mid-career: 12 y after PhD; senior: more than 12 y after PhD).

‡https://eurohpc-ju.europa.eu/.
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scientific committee was aware that the drawback of this
could be that preference is given to the first proposals
received on a given topic, and not necessarily to the most
mature ones. Another problem is opportunistic science
(7)—here in the sense of easy access to massive computa-
tional resources. The scientific committee filtered out such
proposals and sometimes redirected them to PRACE Project
Access Calls. For example, docking without external experi-
mental support and testing was rigorously scrutinized, as
were medium- to long-term projects unlikely to provide medi-
cally tangible data in the short term.

Efficient Sharing of Data. Data curation is an essential tool for
ensuring global coordination. It is critical for effectively address-
ing research challenges such as this pandemic. To ensure that
the research community can fully and quickly utilize the data
generated by the urgent computations, curated repositories
and an open-science approach with associated metadata are
crucial. Data must be reanalyzed and made available with all
metadata. The data should be documented as thoroughly as
possible to enable their wide use. The Research Data Alliance
has provided specific COVID-19 recommendations and guide-
lines.§ We have found that in data-centric approaches such as AI
the data themselves present many challenges. The lack of meta-
data standards, manual processes, delays in collection, or portabil-
ity hinder their FAIRness (findability, accessibility, interoperability,
and reuse of digital assets), while it is also very difficult to obtain
reliable data related to personal behavior or physical medical
data, especially for scientists who need to calibrate models and
quantify the errors to make informed predictions. In the case of
the PRACE Fast Track, PRACE encouraged storing data together
with Fenix and provided enough storage space for all the appli-
cants. PRACE called for this data to be disclosed in accordance
with the FAIR principles, to ensure that, for example, runs are not
repeated and, more generally, that taxpayers’ money is spent as
transparently as possible.

Enabling All Scientific Fields to Benefit. Is such a call equally
beneficial to all areas of science? HPC-ready codes are not
available for all fields that are potentially useful in combating the
pandemic. Therefore, the scientific committee was eager to sup-
port certain proposals, even if they were technically less prepared
to run on HPC architectures, as long as they were relevant to
advancing the science. These were redirected to national resour-
ces. More generally, as computers become faster and more
sophisticated, their efficient use is a key concern. To this end, tra-
ditional research fields need the support of research software
engineers in various areas of scientific computing and visualiza-
tion. These highly complementary skills should be a constitutive
part of any supercomputing infrastructure. Finding a career path
for well-trained and versatile software engineers is an urgent
need, especially in Europe, as demonstrated by the activities of
the High-Level Support Teams in the PRACE resource exploita-
tion process (8).

Encouraging Cross-Disciplinary Proposals with Global Approaches.
Applications to the Fast Track Call predominantly targeted well-
identified and mostly single-science areas. Ideally, however,
more complex and cross-disciplinary models should address the
integrated, highly intertwined, and cascading effects that define
such a crisis. For example, support for epidemiological models

that incorporate economic concerns would be desirable to evalu-
ate lockdown interventions and achieve a much finer spatial and
temporal resolution that limits long-term economic implications.
The current emergency movement has highlighted the impor-
tance of multilayered, global intervention. Such global approaches
should be the goal for future urgent computing implementations.
Long-term sustainability of these resources and monitoring of
global diseases, natural disasters such as earthquakes, and envi-
ronmental changes during extreme climate events could be addi-
tional areas for further support.

General Considerations, Impact, and Future
Urgent Needs
The impact of the PRACE Fast Track Call on pandemic mitiga-
tion is still difficult to measure. Even if the first results from
the awarded projects are already available and published (see
e.g., PRACE Digest 2020, https://prace-ri.eu/news-media/
publications/prace-digest/prace-digest-2020/), the traction of
the initiative might be developing too slowly to meet the urgent
need. Fundamentally, this approach is about generating sound
scientific knowledge that will form the basis for future rational
action and open up new avenues for the development of drugs
or practical recommendations and interventions. The time
required for such research to be rigorous and robust stands in
stark contrast to the urgency of the actions needed. Realistic
expectations for such initiatives should be to catalyze and focus
research in a particular area, creating a hotspot of scientific
activity. This focus should lead to a significant acceleration in
selected areas (9)—docking or computational fluid dynamics are
good examples in our case—but it cannot, and should not, be
expected that any miracle solutions will result from only a few
months of calculations. This limitation is especially true because
simulations are often only the first, essential step in a chain of
value that may lead, for example, in the very last phase to the
approval of a new drug. The time needed to implement efficient
measures based on such models is therefore usually beyond the
short time available to deal with an immediate health crisis. This
inherent discrepancy in time scales should in no way diminish the
value of these scientific studies and PRACE’s efforts to establish
urgency calculations in Europe. It should guide the assessment of
the results and help to define realistic expectations of such a
tool. Interestingly, in our limited experience, areas that would
potentially provide meaningful results in a short time, like epide-
miology and assessment of nonmedical interventions, were less
ready to make optimal use of HPC resources. A more interdisci-
plinary approach to studying the many aspects of pandemics
could be beneficial in creating a monitoring community that is
better prepared for emergencies such as the current one. Cru-
cially, this preparation cannot be postponed until the outbreak of
a crisis: It must also take place and be supported in “normal”
times. More generally, other global challenges, such as climate
change, could also benefit from a collective supportive effort.
Societies and policy-makers should be empowered to make
informed decisions based on statistics, uncertainties, and error
estimates, especially in the early stages of a crisis when available
information is biased or very limited. Such mathematical skills are
crucial for living and thriving in our highly interconnected, very
complex modern societies.

Data Availability. Data are available from Zenodo (DOI: 10.5281/
zenodo.5607656).§https://www.rd-alliance.org/groups/rda-COVID19.
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